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1. Introduction

This report describes our work during thefirst quarter of 1977
in providing very large on-line data storage and retrieval
services over the Arpanet to support selismic data activity and-_

general use.™\ This work is being carried out under contract

MDA903-77-C-0})J83 and represents the continuation of the operational

and mai nance aspects of two prévious contracts: MDA903-74-C-0225

i’

These services are provided by CCA via the Datacomputer, a system

MDA903-T4-C-0227.

»

designed to allow convenient ahd timely access by multiple remote

. users over a communications network to a large on-line database.
The Datacomputer runs, under a modified TENEX operating system,on a
DEC PDP-10 computer. This configuration has been augmented with
the first public installation of the Ampex Tera-Bit Memory (TBM)

System to supply the large on-llne storage capacity requireq;)

Sections 2 and 3 below discuss developments in the Datacomputer and TBM

The seismic application, the largest user of the Datacomputer, sends
3 _
much of its data to CCA in real time. This real time data stream

is fielded by a speclal dedicated processoﬁ/;:‘zgk¥vthe Seismic
Input Processor or SIP. The SIP accepts and buffers the real time
data, reformats 1t'and periodically forwards it to the Datacomputer,

as further described in Section 4 below.
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In order to maximize the utility of the above services to the
seismic and Arpanet communities, CCA assests users in such

ways as providing simple general user programs and advising users
on file and retrieval design, as well as prévidihg documentation.

Activities 1n the area are discussed in Section 5 below.
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2. The Datacomputer

This section provides an overview of the Datacomputer, a brief

discussion of the two versions operational during the reporting

period (Versions 3 and 3/5), and a new approach adopted in the

Datacomputer, to handle a network lockup probliem.

2.A. General Description

3
3
By
b
®
>
i
o
0

This subsection 1s a brief genéral description of the
structure of the Datacomputer to provide the context for the
rest of this report. Persons already familiar with the Data-
computer may safely skip it. Persons desiring a more detailed
description are referred to the final Semi-Annual Technical

Report for the Datacomputer Project, contract number

MDA903-74-C-0225, covering July 1, 1976, through December 31, 1976,

The intended Datacomputer user is a program running on an
Arpanet host remote from the Datacomputer. This program calls
the Datacomputer over the network and establishes a pair of
standard uni-directional 8 bit byte network connections. The
user program then proceeds to send Datalanguage over one

connection while the Datacomputer replies on the other. )

Actually, the Datacomputer sends a "reply" to prompt the user
program Whenever the Datacomputer is ready to accept another

line of Datalanguage. Similarly, the Datacomputer keeps the user

X

P

program abreast of the progress of its requests with various

synchronization, error, and success meeesages and comments. All
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replies have a fixed format which is desipgned for casy
parsing by the user program. The reply begins with a unique

number quickly identifying certain important messages. In the

.case of serious errors, to assure resynchronization with the

user program, the Datacomputer enters a mode where it rejects
all messages from the user, giving an appropriate reply each time,
untlil the user program sends a special message to clear this

condition.

Data as well as commands and replies can be transmitted between
the user program and Datacomputer over these connections but
certain'charaéters are prohibited and the connections are fixed
at én 8 bit bytesize. More general data transfers can be done by

using a separate data connection.

The requests, replies, and data for a particular user program
are handled 1nitia11y by the half of the Datacomputer known as
RH or tﬁe request haﬁdler. RH handles the parsing of the user
commands and synthesis of replies. For more complex commands,
RH takes the user's requests and the data descriptions stored
in the Datacomputer and compiles them in several stages into

code to execute the request.

Data descriptions in the Datacomputer are assoclated with each
file of data. Data descriptions are also provided for data
streams entering and leaving the Datacomputer. These streams

are known as ports. Descriptions are set by the user when a file
or port is created. Datacomputer data descriptions provide for
hierarchical arrangements of structures of diverse data elements

and repetitive lists. Many data types and data formatting
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alternatives are provided. This is important in ensuring that
T, the Datacomputer can communicate with a diverse class of remote

computers.

RH accomplishes many of its activities by cailing on routines
in the other half of the Datacomputer, known as SV or sérvices.
SV is essentially a pseudo operating system in which RH runs.
It is SV that actually has custody of the Datacomputer's mﬁlti—
level hierarchical directory tree and enforces the extensive

; protection mechanisms of the system.

A special subpart of SV, called SDAX, moves active data from
slower tertiary memory to faster secondary disk storage and moves
it back when secondary storage is crowded. The Datacomputer uses
an Ampex TBM, as described 1n Section 3 below, for tertiary

‘!‘ storage. SDAX keeps track of the location of the various copies
of each file data page. It also ensures data consistency by
preventing updates of a file_thaﬁ'are not succéssfully completed

to affect the original file.

Typically, there are multiple copies of the RH-SV pair serving

. multiple users over the network simultaneously. Actually, this
means multiple copies of theilr variable areas as they are re-
entrant. SDAX allows multiple readers and a single updater to be

accessing the same file simultaneously. All of these users

are given a consistent view of the database.
2.B. Version 3

At the start of this quarter, Version 3 became the standard

operational Datacomputer. The prinicipal improvements over
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With file gr@ugss,

‘VEraionia #h&@hIWQr31an3 provides are the file groups feature
i;~@na.féury§pe¢i@1 ﬁgiﬁhﬁatic funcfioha for Qeﬁermining
‘aistances and directions between points on the surface of

the earth.

‘The file gramps f&ature provides a means of handling the

Iarge nummer)af filea 1nv@1ved in the seismic application.

er of ;mvsiaal files with the same
structure. ean be ﬁ?@aﬁe@ as ﬂﬁé 1ngieal file for retrieval
' A,;h;ffy k] "Iﬁgiﬁ&l constraint“ may be specitied
‘"ifj of & !;Fw
éstiftion on the dats which can exist in the
; 'Liﬁt&ﬁb ﬁb@ ax&mple. a canatraint
' 1 between 1 March 1977

1 The logical eonstraint

'wifffileif ﬁuring this quarter, file

I&r&iﬂl of &cﬁaﬂi,ufiléz=ﬁte#9ﬂ through %he SIP {see sectiea §
| _'*MWJ mum m m |

Jﬂ;  the groups, 1gnor1ng the bounﬂaries
e phy \,jicu m:m. B |
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Datacomputer in support of the ARPA Advanced Command and
Control Architectural Testbed (ACCAT) project. These functions
supply the great circle and rhumb line distance and bearing

between two points on the earth's surface.
2.C. Version 3/5

During this quarter, some modifications were made to the
Datacomputer relating to error messages and operational file

flagging, and a new feature, Watch mode, was added.

As a result of the evolutlon of more sophisticated user programs,
a number of specific error messages were assigned unique

prefix codes to replace their previous default codges. ‘The
simplest user programs just send a set sequence of computed
requests to thelDatacomputer'and give up on any fallure. More
sophisficated_programs take different branches depending on the
success or failure of various requeéts. More sophisticated
user programs want error messages from which the particular
reason for failure is easily parsible so that corrective

action can be taken.

An operator command was added to the Datacomputer for flagging -
actlve files that are causing problems for the Datacomputer
software or hardware due té the remnants of previous hard-

ware problems. It 1s normally necessary to fix such problem
files mahually while the Datacomputer is not providing service

to multiple users. To stop the problems from cascading, the

......
-----------------
....................

-----
............




operator can flag the problem flle to prohibit all access
to it until the Datacomputer can conveniently be shut down

outside normal service times for repair work.

Finally, the Watch feature was added for the 3/5 Datacomputer.
Using the WATCH command, a user can get reports at the
beginning and end of updates by other users on‘a specified

file. This feature was developed for the ARPA ACCAT project.
2.D. Message Lockups

Network lockups have been found to occur under unusual
conditions of Datacomputer use and a solution has been devised
for them. Both occur when simple user programs try to make

a particular type of use of the Datacomputer.

In a t&pical case, a user program pays attentidn only to a
transfer on a data connection while the transfer 1s generating
messages to the user on the Datalanguage connection. Eventually
the plipeline may fill up with messages to the user and the
Dapacomputer will wait until the pipeline is cleared

out before providing further service to this user program.
However, a simple user program will not take this action and .

so the job will hang up indefinitely.

An elegant and complete solution to these lockups is for user
programs utilizing a separate data connection to use separate

processes for the data connection and the Datalanguage
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i supported on the user's host computer or the user may not
3 wish to implement them. An optional alternative has been
3 designed which buffers messages at the Datacomputer during
: a transfer of data and supplies them to the user after'the
A

transfer.
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3. TBM Mass Storapge System

'ﬂ This section provides a brief overview of the Ampex TBM, the
‘4 reliability problems it has caused, and a discussion of new TBM-

b related system software implemented by CCA during this quarter.

3.A. General Description

:' The CCA Datacomputer has been equipped with an Ampex Tera-Bit
b : Memory System. This device uées video tape technology to

by ’ achieve a maximum on-1line capacity of 3.2 trillion bits.

The current cbnfiguration at CCA supports 176 billion bits.
Maximum seek time to anj bit is 45 seconds. Maximum data

'ﬁi transfer rate is a little over 5 million bits per second.

The TBM at CCA ;sequippedwith two dual tape transport modules
so at ﬁost four tapes, or about 176 billion bits (equivalent

to 220 IBM type 3330 disk packs) can be available on-line.

All equipment beyond the transports is non-redundant. There
1s‘one transport drive (necessary for a tape to be in motion),
one data channel (necessary to encode and decode digital
information to and from the broadband signal on tape),one

i system control processor to coordinate the TBM, and one )
i channel interface unit that connects the TBM system to the

Datacomputer's PDP-10 system. Data 1s transferred directly

% o g2

J : between TBM tape and core memory.
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3.B. Reliability

The TBM has proved so far to be a serious obstacle to
providing reliable service. The TBM ﬁas suffered failures in
its control modules that exhibited a long mean time to repair
(approximately four days). This significantly impaired
access 1n January and March. Availability rates during ﬁfime
operating hours (9AM to 7PM, Monday through Friday) were 78%

in January, 98% in February, and 73% in March.

’ Problems with mechanical parts of the TBM, such as head wear
on the transports, has proven to be relatively predictable
and manageabf% through normal maintenance procedures. The

(it difficult problems have been in the solid state control logic

< \
which might be expected to be the most reliable part of the
TBM. Each of these control section problems has been solved
in turn and has not re-occurred.
It seems likely that the frequency of these problems 1is
related to CCA being the first public TBM installation and
it 1s reasonable to hope that they will be cleared up in the
near future.
3.C. TBMUTL
In the past, a collection of small and medium size TENEX

§§3 programs were written for testing particular aspects of TBM

operation, absolute dumping of information in readable form

.n9~.‘. ‘~ 1..1 PRI LS. A IR
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from TBM tape, verifying and testing correct overall TBM

operation, demounting TBM tapes, reading TBM drive usage

statistics, and similar utility operations. All these programs

were written in machine language to meet particular needs.

This quarter a unified TBM ufility program, called TBMUTL,

was developed to replace all of the earlier programs. For

ease 1n development and future maintenance and expansion,

TBMUTL was written in BCPL, a high level system implementation

language.

R $9% AU IACIR K

3.D. CCA TENEX

s _P_P

0 The TBM handling routines in CCA's TENEX system were modified

to provide more sophisticated handling of multiple errors and

I i ) g

more capabilities in using the TBM.

.r -‘

For TBM error recovery, it 1s necessary to decide how many
times to retry an operation in the face of errors which may
be transient. Based on our erfor experience, the number of
. ~attempts for retryable errors was reduced to avoid
% . excessively degrading systém throughput in the rare cases
¥ where irrecoverable errors are being encountered. The .
criterion for declaring a TBM drive down pending operator
action was made considerably more complex. Errors were
. divided into two categories, fatal and suspicious. Fatal
e .‘ | errors cause the drive to be declared down immediately.

Suspicious errors, which do not include any errors recovered

. .'...\,‘;;.&:" .,-.,:. A
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by retries, are counted and the drive declared down after
sixteen. Warning messages for a TBM drive are also counted
and a drive declared down after a large number of them. When

a tape is mounted, the error and warning counts are cleared.

TENEX was also augmented with a system call to issue a read
recover command to the TBM. Read recover, which Ampex ié'
in the process of 1mp1ementiné in the TBM internal softwafe,
will automatically perform all the normal manual steps taken
to recover a block of data for which difficulties in reading

are being encountered.
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b, The SIP

The SIP, or Seismic Input Processor, matches the real time con-
tinuous seismic data stream arriving at CCA to the Datacomputer.
It is a small dedicated system implemented on a DEC PDP-40 computer

with two RPOY disk drives and an Arpanet interface.
h.a. Reliability

The SIP was operational for all of this quarter receiving
’ data from the CCP, buffering it on its disks, and reformatting

it and forwarding it to the Datacomputer. Two problems

were encountered. In one, due to problems at the PLURIBUS

. IMP at SDAC, very rapid bursts of type 6 ahd’? Arpanet

messages overflowed a queue in the SIP. 1In the other, a
peculiar set of'circumstances that had not been encountered
before.resulted in a buffer lock-up; Minor_changes were

made in the SIP to prevent a re-occurrence of these problems.

To assist in SIP operations, a new complete operator's manual
was distributed to replace the former preliminary manual.

This new manual includes instructions for changing disk packs.
This operation has been necessary occasionally when TBM .
hardware problems have made the Datacomputer unavailable

for more than two days.
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4.B. Arpanet Considerations

Difficulties have been encountered in using the Arpanet

for the continuous high bandwidth trahsmission_of seismic
data. It has been determined that the current protocol used
for the real time data does not make the most efficient use
of the network and that some of the problems are due to léck
of sufficient reassembly buffer space in the CCA IMP and com-

petition between the real time seismic and other traffic.

Two steps are being taken to alleviate these problems. First,
a PLURIBUS IMP is scheduled to be installed at CCA in July

to provide ample network reassembly buffers. Second, a new
protocol has been designed for real time seismic data trans-

mission that tries to minimize the number of separate messages

. by sending maximum length messages. The new protocol should

approadh the maximum possible effiéiency of network utilization.




. 5. User Coordination

CCA's user coordination work during the past quarter fell into
three categories, work on general purpose user programs, facllities
and changes to operationally improve the Datacomputer, and assistance

to and investigations on behalf of users.
5.A. User Programs

Subroutine interfaces to the Datacomputer were made available
for COBOL through a package called DCPKG and for BCPL through
; an interface to the previously existing TENEX machine language

DCSUBR package.

i DFTP, a program for simple file storage on the Datacomputer,

: was adapted to changes in the Version 3 Datacomputer. Data
stored with DFTP, which is used by more than 170 users on the
Arpanet, increased from about 1300 to 2228 megabits.

5.B. Operational Coordination

Four steps were taken this quarter to improve operational

S SR R g L

aspects of Datacomputer use.

cai

Ty

First, all preventive maintenance activity on the TBM and TENEX
hardware underlying the Datacomputer was scheduled to occur

- before 9 A.M. 9 A.M. to 7 P.M. weekdays was established as
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the -Datacomputer up and providing service on the network

during, this period.

Second, a rotating position of Programmer of the Week was
established within CCA. The primary duty of the POW is to see

that user enquiries andvcomplaints are responded to.

Third, an answering service (telephone number 617-482-6226)

and a telephone company beeper were obtained so that urgent
operational messages can get through to a CCA employee even
when the Datacomputer is unattended. The message 1s given to
the answering service who will beep the CCA person who can then

call in and get the message.

Fourth, the gutomaﬁic Datacomputer status facility provided
at CCA was augmented. This faclility can be called over the
network énd will tell whether or not the Datacomputer exists on
the CCA TENEX system, if it is listening for new users, and

the state of its network connections.
5.C. Investigations

Through the Programmer of the Week and otherwise, CCA continued °

to provide assistance to the Datacomputer user community.
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Two particular in depth investigations were made this

3§? quarter for the seismic community. The first of these was to
determine the optimum way to extract non-array long period
data between two arbitrary‘seconds. The second was to find

the optimum way to extract detection start and end times from

large non-array short period data files.




